Lecture 5 Computer Organization and Design DKP/Fall 2020

\_\_\_\_\_\_\_\_\_

It is not immediately obvious that Moore's law should favor one type of processor architecture over another. Why, starting in 1980, did killer micros have such success? Which processor architectures died off? What is a killer micro, anyway? Does \_every\_ microprocessor count as a killer micro?

The Cray vector architectures died off because they were too expensive, and also because parallel vector processors (i.e., computers) ran into trouble scaling to larger number of processors. But parallel vector processors were supercomputers, pioneering advanced architectural ideas with exotic technologies. More down to earth, DEC's Vax architecture ran into trouble because its complex instruction set made it very hard to implement fast pipelining. (The Vax can stand for other machines that lost their appeal). In 1980, the idea of RISC (reduced instruction set computing) architecture gained ground and led to radical simplifications in the implementation of pipelining.

In the 1970s, machines had hundreds of different instructions, in a variety of formats, leading to thousands of distinct combinations when addressing-mode variations were taken into account. Interpretation of all possible combinations of opcodes and operands required very complex control circuitry. Early VLSI chips simply did not have enough room to hold both this massive control circuitry and a register file with sufficiently many registers. RISC machines were successful because they radically reduced the amount of control circuitry, i.e., they reduced the control \_overhead\_.

Moreover, the simplicity of control in RISC machines allowed a fully hardwired implementation of the control circuitry, breaking with the tradition of "software" microprogrammed control. This dramatically increased execution speed.

The distinction between RISC and CISC has not stayed hard and fast since 1980, especially after the introduction of Intel chips in the 1990s that were CISC on the outside, and RISC on the inside. Judged by the number of chips sold, we have to count more recent Intel and AMD processors as killer micros. This is so even if they have processor architectures only a mother could love. Another concern is that CISC processors are incredibly expensive and time-consuming to design. You almost have to admire Intel for not being killed by the complexity of its own designs. Whether this is a good starting point for multicore, or, indeed, for any \_system on a chip\_, is another question entirely. Finally, describing CISC architectures to students is not exactly enjoyable.

We can sketch some of the core ideas in RISC design philosophy, which is both an approach to instruction-set design, and a set of implementation strategies.

1. There shall be a small set of instructions, each of which can be executed in approximately the same amount of time using hardwired control (you may need several RISC instructions to do the work of one complex instruction).

2. The architecture shall be a \_load/store\_ architecture that confines memory-address calculation, and memory-latency delays, to a small set of load and store instructions, with all other (register-register) instructions obtaining their operands from faster, and compactly addressable, processor registers.

3. There shall be a limited number of simple addressing modes that eliminate or speed up address calculations for the vast majority of cases.

4. There shall be simple, uniform instruction formats that facilitate extraction/decoding of the various fields. This allows overlap between opcode interpretation and register readout.

Admittedly, what ultimately counts are the run times of our programs. What matters is not whether the computer executes 10 billion simple instructions, or 5 billion complex instructions, but simply what the total run time is.

We can characterize RISC architectures in slightly different language (redundancy is not bad):

1. All operations on data apply to data in registers.

2. The only operators that affect memory are loads (which move data from memory to a register) and stores (which move data from a register to memory).

3. The instruction formats are few in number, with all instructions typically being one size.

RISC architectures include MIPS, ARM, PowerPC, PA-RISC, SPARC, and the now-defunct Alpha. However, if MIPS and ARM own the embedded market, the most powerful computers today appear to be hybrids of Intel chips and Nvidia chips. Why this is so is a long story.

Terminology

\_\_\_\_\_\_\_\_\_\_\_

Early descriptions of processor microarchitecture emphasized the distinction between (active) control circuitry and (passive) datapath circuitry that just followed orders. As time went on, many control functions were incorporated into the datapath. Even so, the conceptual need for distinct control circuitry remained because while we can imagine an intelligent datapath that can analyze and control aspects of executing individual instructions, only separate control circuitry can maintain a more global picture of how different instructions should interact.

Moreover, all datapaths soon became pipelined. Today, it is more natural to speak of an instruction-execution pipeline with some control functionality that makes use of various on-chip hardware resources and is ultimately guided by control circuitry that is \_notionally\_ outside the pipeline.

RISC pipelines were immediately successful, yet they did not stand still.

Rather, they continued to evolve as heavier and heavier performance demands were placed on them. This continued until the first RISC inflection point in the 1990s. In fact, the RISC micro-architecture dominant in the 21st century is radically different from the one dominant in the 20th century (the multilevel cache was the troublemaker). RISC 1.0 has in-order instruction-execution pipelines: machine instructions are executed in \_program order\_. RISC 2.0 has out-of-order instruction-execution pipelines: machine instructions are executed \_out of program order\_ using dataflow ideas to overcome the strict von Neumann control flow in RISC 1.0. We start with the simpler RISC 1.0.

RISC Instruction Execution

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

We now study the MIPS RISC instruction-execution pipeline (at least in the form that was popular in the 1980s). We waste no time on nonpipelined datapaths. First, we need the concept of \_pipeline\_.

Consider a computer system that takes in operations on the left, computes them, and then pushes out results on the right. In a pipeline, we may push in new operations on the left long before getting the results of previous operations pushed out on the right. A pipeline is characterized by three parameters: First, there is the peak input bandwidth (the maximum input rate the pipeline will tolerate). Second, there is the operation latency (the time for an operation to complete). Third, there is the pipeline occupancy (the number of uncompleted operations in the pipeline at any one time).

Pipelines take time to reach their equilibrium state. We may feed operations into an empty pipeline but need to wait until we get our first result. It is only after the pipeline has reached its equilibrium state that the result bandwidth on the right will exactly match the input bandwidth on the left.
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Suppose initially the pipeline is empty, and we apply a sustained input bandwidth of two operations per cycle. Eventually, the pipeline will reach equilibrium, and we will receive a sustained output of two results per cycle. In the picture, it looks like we are supplying peak input bandwidth, but I never said this. In general (Little's Law), at equilibrium, the occupancy (concurrency) of the pipeline is the latency-bandwidth product.

Pipelining has performance consequences. In the picture above, system throughput (result bandwidth) is 2 results per cycle. In contrast, if we were to wait for the previous result(s) before supplying new input, throughput would drop to 2/3 result per cycle. In general, pipelining a system multiplies the throughput by the latency.

The MIPS 'fdxmw' instruction-execution pipeline is a special case of the general pipeline sketched above. At equilibrium, the input bandwidth is 1, the output bandwidth is 1, the latency is 5, and the occupancy (concurrency) is 5.
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In addition to the square boxes (shown using angular brackets and box names), which you may think of as combinational logic (this is a slight exaggeration), there are rectangular boxes, called "latches", which you may think of as sequential logic (actually, they are merely collections of state elements).

There is a flow of data, from left to right, through boxes and latches. Less happily, there is bidirectional data flow, at great cost in time and energy, between certain pipeline boxes and the hardware resources pictured at the top of the processor. Remember the time and energy required to move data!

1. The f-box reads the memory address of the next instruction from the PC register inside the f/d latch and fetches it from memory. It then updates PC by adding 4. Each box must complete its work, including all latching, in one clock cycle. The I-cache intercepts the memory request and, if it has a copy of the instruction, delivers the instruction to the f-box. Thus, 32 bits of address travel up to the I-cache, and 32 bits of instruction travel down to the f-box. Before the cycle completes, the f-box latches the fetched instruction in the f/d latch. Note that the f-box pokes the I-cache with a memory byte address, which is nothing other than an \_array index\_; after all, memory is an array of bytes.

2. The d-box has multiple tasks. It must decode the instruction, noting the operands (register and immediate), and the destination register (if any). It also localizes any register operands in the instruction from the register file.

Register names travel up to the register file, and register values travel down to the d-box, which latches them in the d/x latch. Note that the d-box pokes the register file with one or more register names, which are \_array indices\_, if we view the register file as an array of registers. No instruction has room to store register values; the registor fields in an instruction contain register designators.

The d-box also processes conditional branches. Suppose the branch is 'bne r1,r2,loop'. The d-box tests inequality of the two registers it has localized. If they are not equal, the branch is deemed taken, and the d-box adds the offset (a multiple of the immediate 'loop') to the base register PC, thus causing the branch to take place on the next successful fetch. With 16-bit immediate, we can jump 2^15 instructions up or down.

Again, all these tasks must be completed within a single clock cycle. In particular, the branch-target address must be written into PC before the cycle completes, if the branch is taken. Many of the names/values isolated during decoding are passed down the pipeline as data for use by other boxes.

3. The x-box is actually a case statement, which obviously requires control.

i) In a memory reference, we add the base register and the offset to compute the memory address.

ii) In a register-register instruction, we perform the operation specified by the opcode.

iii) In a register-immediate instruction, we perform the operation specified by the opcode, using the immediate as an operand value.

Do x-boxes exist? Of course, there are no such things as ALUs; instead, there are various functional units, perhaps an integer adder, an integer multiplier, a floating-point adder, a floating-point multiplier, a shifter, a logic-operation unit, etc., etc. So the x-box begins to seem somewhat ghostly if you think about it too carefully.

Also, although the x-box is a case statement, it is not really the one we have described. Consider 'l.d f6,-24(r2)', 'add r1,r2,r3', and 'addi r1,r1,8'. As far as the x-box is concerned, these are all \_one case\_. The x-box's job here is simply to perform an integer addition; where these integers may have come from is irrelevant. In contrast, 'mul.d f0,f2,f4' is a different case, since now the x-box needs to perform a floating-point multiplication.

4. The m-box is another case statement. If the instruction is a load, the m-box reads from memory, and latches the result in the m/w latch. If the instruction is a store, the m-box writes to memory taking the value to be stored from some pipeline latch. Otherwise, the m-box does nothing. Of course, data and control must sometimes flow from the x-box to the w-box even if the m-box itself does nothing. This is called "bypassing". Note that the D-cache stands between the m-box and the real memory. The D-cache also intercepts memory requests.

5. The w-box does the same thing if the instruction is a load, or an ALU instruction, which necessarily produces a result. Namely, it takes the loaded value, or the ALU result, which must both be in some pipeline register, and writes it in the destination register in the register file.

Not all instructions use all five boxes. A conditional branch uses only the f-box and the d-box. A store uses f, d, x, and m. An ALU instruction uses f, d, x, and w. Only a load uses f, d, x, m, and w.

Information Flow

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

Consider the x-, m-, and w-boxes. Here is a brief description of the data flow. If the x-box is to act on some value or values, it must receive it (or them). Also, it may receive a further data value that specifies more precisely the action to be performed (e.g., the number of bits to shift).

In a store instruction, the m-box receives a data value from the pipeline, namely, the value to be stored. It also receives a data value that is the memory address of where in memory the former value is to be stored. In a load instruction, the m-box only receives the memory address. When the instruction contains a destination register, the w-box receives both a data value, and a register name from the pipeline. This is what is to be written back and where it is to be written back to. Obviously, one only feeds data to a box when one intends that box to do something.

The control signals are too many to permit a brief description. We therefore invent a set of toy control signals that give us some of the flavor of control, without getting us bogged down in unnecessary details. The toy control signals are 'no-op', 'add', 'multiply', 'shift', 'load', 'store', and 'write back'. If any box receives a box-appropriate control signal at the start of cycle 'c', then it will perform the specified action during cycle 'c'. The 'no-op' signal means "do nothing".

Reality Check

\_\_\_\_\_\_\_\_\_\_\_\_\_

Consider the f-box. Allegedly, it sends PC to memory and fetches the next instruction. Although we don't call this a \_memory reference\_, i.e., a load or a store, it certainly is a \_memory access\_. How many processor cycles does it take to access memory on a typical computer? In lecture 1, I suggested the figure of 200 cycles. You cannot address memory and get back a word in a single cycle. What is going on here?

In reality, the f-box sends PC to the \_instruction cache, or \_I-cache\_. A cache is a complex state element that can store copies of some, but obviously not all, memory locations. Most caches (L1$, L2$, L3$) are small enough to fit on the processor chip. So, we have to pretend two things that are not true. First, that it is possible to access the I-cache in a single cycle. Second, that the I-cache magically \_always\_ has a copy of just the instruction we need. Surprisingly, for reasons explained later, these two white lies do not grossly misrepresent the actual performance of the I-cache.

Hint: this good fortune has something to do with the fetch-execute cycle.

Consider the m-box. Allegedly, it either sends a data address to memory and receives a data value (this is a load), or else it sends a data address plus a data value to memory, thus depositing the data value (this is a store).

Recall that the m-box only does work when the pipeline is executing a memory reference. Still, each memory reference is certainly a memory access. Do we have a problem here?

In reality, the m-box interacts with the \_data cache\_, or \_D-cache\_. This is another complex state element that can store copies of some, but obviously not all, memory locations. Again, we pretend two things that are not true. First, that it is possible to access the D-cache in a single cycle. Second, that the D-cache magically \_always\_ has a copy of the data value we wish to load or store. For data, these two white lies \_can\_ cause serious problems. It depends on the memory-accessing pattern.

Consider program P executing during some interval I. Suppose that, during this interval, program P only uses data from, say, 20K distinct memory locations. We say that these 20K locations constitute the \_working set\_ of program P during interval I. If program P's working set fits into the computer's cache, then we can't really say we have a problem. However, if the working set doesn't fit into the D-cache, then we \_may\_ have a problem: we may repeatedly fail to find the data copy we want in the D-cache, and thus may repeatedly be forced to access the actual memory, at much greater cost.

Which of these two cases is the real one depends on the memory-accessing pattern of program P. Some patterns generate enormous working sets that are too big to fit into any D-cache.

This problem even has a name: it is officially called the \_Memory Wall\_.

Consider Moore's Law. It says that processor performance, which we may roughly model as the product of the number of logic transistors times the clock frequency in Hz, increases exponentially over time. Before 2003, both factors increased exponentially. Now, we have to be very careful with the clock frequency. Still, replacing a single power-inefficient core with many power-efficient cores increases the power efficiency of the processor chip as a whole, and thereby allows us to increase performance without overstepping our power budget. We don't ask that each factor in Moore's Law increases exponentially; we only ask that their \_product\_ increases exponentially. Moore's Law, interpreted in this fashion, is alive and well in the multicore era, with one important qualification. Update: In 2020, Moore's Law is far from being alive and well.

Increased arithmetic performance is only possible if there is increased delivery of data operands to functional units. Memories are making some improvements to memory latency and memory bandwidth, but not fast enough to keep pace with processor improvements. Raw processor performance increases faster than raw memory performance. An ideal, or perfect, cache could easily compensate for the mismatch between processor demand and memory supply.

However, in the real world, caches are \_not\_ ideal, and programs are not always \_cache friendly\_. In the worst case, program performance may be limited by memory performance, and be unaffected by increases in processor performance. All moderately educated computer professionals agree that the Memory Wall and the Power Wall are the two main challenges that must be overcome by today's computer designers. Dealing with the Power Wall is mandatory. What about the Memory Wall? We could accept to only write programs that play nicely with today's caches. But this concession might be selling our birthright for a mess of pottage.

Pipelining

\_\_\_\_\_\_\_\_\_\_

Pipelining is a naturally efficient way for a datapath to execute machine instructions. It was standard in vector supercomputers. The basic idea is

to allow different workstations ("boxes") to work on different instructions at the same time. By overlapping the execution of different machine instructions, we can make significant improvements in the pipeline's execution

\_throughput\_.

Say that executing some machine instruction is a task 'T'. Suppose we break 'T' into a \_sequence\_ of nonoverlapping subtasks: 'T = t1; t2; ...; tn'. Now, we provide a specialized workstation for each subtask (these are our boxes). Think of the processor clock as ringing a bell at the start of each processor cycle. For simplicity, let's stick with having five stages, with the f, d, x, m, and w boxes as our specialized workstations. An instruction pipeline doesn't have to have five stages---it could have 21---but this was the design of an early RISC processor.

When the bell rings, each workstation passes the partially executed instruction to the workstation on its right.

A picture may help:
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Look at clock cycle 5. We have five boxes working on five different instructions.

Is this advantageous? Suppose each box completes its work in one clock cycle. Therefore, the time to execute an instruction (the instruction \_latency\_) is 5 cycles. But when the pipeline achieves cruising speed, a new instruction completes every cycle, giving the pipeline an execution \_bandwidth\_ of one instruction per cycle. (We call this \_single-cycle pipelining\_). The ideal speedup when a pipeline is pipelined is thus equal to the pipeline \_depth\_ (the number of stages).

Each of our five boxes is a \_combinational\_ circuit, but the clocked pipeline as a whole is a \_sequential\_ circuit. To make this work, each box is followed immediately on its right by a set of (nonISA) \_pipeline registers\_, which is

called a "pipeline latch". The basic requirement is this: Prior to the end of a clock cycle, all the results from a given stage must be stored in the pipeline latch to its right, in order that these values can be preserved across clock cycles, and used as inputs to the next stage at the start of the next clock cycle.

Also, it is reasonable to think of the boxes as combinational circuits that compute Boolean functions, and of the latches as finite state machines that provide control of boxes---among other things.

Exercise: Pick a cycle and a box and describe the control plus data received at the beginning of that cycle.

Space-time Diagram

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

The figure above is a space-time diagram. These diagrams show the evolution of the pipeline in time and are useful in capturing aspects of the control and data flow. Let me repeat the figure with some actual (but not very interesting) sets of instructions.

![](data:image/png;base64,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)

The instruction-execution pipeline reaches equilibrium in cycle 5, when all five boxes are (notionally) active, and five distinct instructions are being processed at the same time. At equilibrium, one instruction is fetched per cycle, one result is produced per cycle, the latency is 5 cycles, and the pipeline occupancy (concurrency) is 5, which is the latency-bandwidth product.

In this toy program, no data flows between instructions, which are all independent. As described earlier, data does flow between different boxes working on the same instruction. For example, in the first instruction, the x-box receives the values of 'r2' and 'r3', which it adds. The w-box receives the register name "r1" and the sum computed by the x-box. However, the m-box receives no data at all. Since an add is not a memory reference, there is no work from the m-box to do. Instead, it performs a no-op. I sometimes write "n" in place of "m" when I want to emphasize that the m-box is inactive. The data sent to the w-box hops right over the m-box.

In this diagram, what control signals do the boxes receive? Consider cycle 1. The f-box receives the control signal 'fetch', while \_all\_ the other boxes receive the control signal 'no-op'. By reading the columns of the diagram, one can see which boxes receive activating control signals, and which boxes are instructed to do nothing. (Qualification follows).

The exception to this rule is the m-box. Although I have written "m" in five columns, in fact, the m-box receives the 'no-op' control signal in \_each and every\_ cycle (not just the columns in which "m" appears).

In every cycle, the f- and d-boxes receive either the 'no-op' control signal or the 'fetch' and 'decode' control signals, respectively. From a control standpoint, they are not very interesting case statements. For this reason, we focus on the x-, m-, and w-boxes.

When the x-box does something, it may be any one of a range of arithmetic or logical operations. When the m-box does something, it is either a load or a store. When the w-box does something, it is always written back.

A pipeline is a machine with a control system. We will see more interesting space-time diagrams when we learn about pipeline dynamics. But a space-time diagram by itself shows the pipeline's kinematics. For all boxes other than the m-box, if a box name appears in the column corresponding to cycle 'c', then that box is active in cycle 'c'. However, if the m-box's name appears, then it may or may not be active.